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Abstract
AI research is continually challenged to explain cognitive processes
as being computational. Whereas existing notions of computing seem
to have their limits for it, we contend that the recent, epistemic
approach to computations may hold the key to understanding cog-
nition from this perspective. Here, computations are seen as pro-
cesses generating knowledge over a suitable knowledge domain,
within the framework of a suitable knowledge theory. This, machine-
independent, understanding of computations allows us to explain a
variety of higher cognitive functions such as accountability, self-
awareness, introspection, knowledge understanding, free will, cre-
ativity, anticipation, curiosity in computational terms, as well as to
understand the mechanisms behind the development of intelligence.
The argumentation does not depend on any technological analogies.

Extended abstract
Computation has proved to be a powerful metaphor for understand-
ing cognitive processes. The all important question is how it can ex-
plain and model them, and whether our understanding of computa-
tion is sufficient for it. We argue that the epistemic approach to com-
putation provides the proper abstraction for it, pushing its application
to new frontiers.

Epistemic approach

Traditionally, computations are seen as processes performed by com-
puters. This focuses attention on HOW computations are performed,
and makes their understanding technology-dependent. However, the
primary question should be WHAT computations do. In our view,
the only reasonable answer is that computations produce knowledge.
This view is the starting point of the epistemic theory of computa-
tions, developed by us since 2013. In this approach, knowledge is de-
fined in the (observer-dependent) framework of a suitable knowledge
domain over which a computation operates. All knowledge, about
some subset of the domain, is captured by a corresponding knowl-
edge theory which can be more or less formal, or completely infor-
mal. Axioms describe the elementary knowledge of (representations
of) objects in the domain. The ways in which new, derived knowl-
edge can be obtained are described by inference or derivation rules.
Computational processes are related to the theory via the following
condition: whatever can be derived within the given theory must be
supported by the corresponding computational process. If this condi-
tion holds then, what knowledge can or cannot be generated over the
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given knowledge domain and the “quality” of this knowledge (e.g.,
its agreement with an observation), depend solely on the properties
of the underlying knowledge theory and, hence, of the computation.
The approach has proved to be very versatile in apprehending a great
variety of computational phenomena.

Cognitive functions in AI

Within the epistemic framework one can naturally define and explain
a number of cognitive functions computationally, which would be
cumbersome otherwise.

a) Accountability: an ability of a system to generate knowledge jus-
tifying its own decisions.

b) Awareness: this means that a system has knowledge about the
problem being solved and that it can deliver explanations if asked
to do so.

c) Introspection: an ability of a system to recall knowledge about its
previous actions and their derivation.

d) Epistemic understanding. Accountability, self-awareness and in-
trospection together give rise to understanding the knowledge do-
main over which a system operates. A system is able to explain the
meaning of terms it works with and, based on its previous experience
(recorded in its knowledge base), to apply them in new contexts.

e) Free will. We say that cognitive system A has free will with respect
to cognitive system B if and only if, based solely on the observation
of A’s actions, B is not able to always generate knowledge about
A’s future actions in concrete situations. This definition differs from
numerous definitions of free will that see the concept from an inner
view of a system.

f) Creativity: a manifestation of a creative process, which is any pro-
cess generating a solution to a problem (in the form of knowledge)
that is new for the given cognitive system. Its counterpart is a rou-
tine process, which solves a known problem with the help of known
procedures. In general, a creative process seeks explicit knowledge
that is given implicitly, via a set of conditions that the knowledge to
be found must satisfy. In our approach, the basic strategy for a cre-
ative process is the systematic examination of all knowledge that can
be generated in the framework of a given theory. This initially in-
efficient, but universal process of knowledge discovery is cultivated
in the course of its repeated use. Knowledge discovery is then seen
as a potentially never ending evolutionary self-improving learning
process whose goal is to improve its creative abilities. We describe
several basic techniques to be used in a creative process: interactive
refinement, automatic extraction of user preferences, and guided in-
teraction with the environment.

g) Anticipation: an ability to generate knowledge in the form of pre-
dictions about the future occurrence of events or conditions in an
epistemic domain. It is seen as the result of a “wired” creativity, a



limiting result of creativity cultivation. Consequently, anticipation
becomes a routine process that works as an efficient substitute of
an originally creative process.

h) Epistemic curiosity: a perpetual need to discover new knowledge.
It is intimately related to creativity and anticipation. Similar to cre-
ativity, it is a life-long learning process whose cultivation causes that
not everything is explored and exploration is not made randomly.
Curiosity is invoked when anticipation fails.

i) Epistemic self-improvement: an ability of artificial knowledge sys-
tems to improve their knowledge theory. To achieve it, such systems
have mechanisms for discovering and repairing logical inconsisten-
cies in their theory. As long as there exist contradictory facts within
their theory and the systems at hand can find them, and as long
as there exist unexplored objects and phenomena in the underlying
knowledge domain, epistemic self-improving systems keep increas-
ing their intelligence. Such systems can, at least in some domains,
overcome human intelligence. Unlike the popular idea of software
self-improvement that aims at streamlining derivation procedures in
a cognitive system, self-improvement of knowledge theories aims at
the heart of the intelligence — viz. the quality and quantity of the
epistemic data.

Conclusions

Our paper uses the epistemic approach to computations as we de-
veloped it and extends it by new results and new apprehensions. We
presents them uniformly from the viewpoint of AI. In the full paper,
more detailed descriptions and discussions of the studied cognitive
functions are given. Algorithmic knowledge-processing mechanisms
that enable their realization within the given computational model of
cognitive systems will also be identified.

Viewing computations as knowledge generation processes has
great potential for AI. It enables us to understand and define non-
trivial cognitive functions in a natural way, and brings insight into
algorithmic mechanisms behind the development of intelligence. We
intend to extend it to a more complete, Jungian scheme of functional-
ities.This would presents an essential contribution to the philosophy
and theory of computational cognitive systems.
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